SFB/Transregio 266
. ACCOUNTING FOR

¥ TRANSPARENCY

WORKING PAPER SERIES

No. 33 | July 2020

Sautner, Zacharias | van Lent, Laurence | Vilkov, Grigory |

Zhang, Ruishen

Firm-level Climate Change Exposure

TRR 266 Accounting for Transparency

Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation):
Collaborative Research Center (SFB/TRR) — Project-ID 403041268 — TRR 266 Accounting for Transparency

www.accounting-for-transparency.de



Firm-level Climate Change Exposure®

Zacharias Sautner? Grigory Vilkov?

Laurence van Lent? Ruishen Zhang?

July 2020

Abstract

We introduce a method that identifies firm-level climate change exposures from con-
versation in earnings conference calls of more than 10,000 firms from 34 countries
between 2002 and 2019. The method captures exposures related to opportunity, phys-
ical, and regulatory shocks associated with climate change. The exposure measures
exhibit cross-sectional and time-series variations which align with reasonable priors,
and are better in capturing firm-level variation than carbon intensities or ratings. The
exposure measures relate to economic factors that prior work has identified as impor-
tant correlates of climate change exposure (e.g., public climate attention). Exposure to
regulatory shocks negatively correlates with firm valuations, but only in recent years.
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1. INTRODUCTION

Climate change has started to significantly affect a large number of firms in the economy.!
While some firms face direct costs related to changes in physical climate parameters, others
are adversely affected from policies and regulations implemented to combat global warming.?
At the same time, climate change provides opportunities for some firms, for instance, for
those operating in renewable energy, electric cars or energy storage. With the consequences of
climate change becoming more observable, the debate has intensified about whether capital
markets are paying enough attention to the financial impacts of climate change. The IMF,
for example, claims that “investors do not pay sufficient attention to climate change risks”
(IMF, 2020), causing severe danger to global financial stability.

A challenge for investors, regulators, and policy makers lies in the difficulty to properly
quantify firm-level exposure to climate change, with respect to the associated risks but also
in terms of the opportunities that come with it. Complications stem from different sources.
First, the effects of climate change on firms are highly uncertain, because of uncertainty
about how the climate will develop and because it is unclear whether, how and when policy-
makers will tighten regulation (Barnett et al., 2020). Second, the effects of climate change
are likely to be heterogeneous across firms, even among firms within the same industry.
The reason is that many factors that plausibly affect a firm’s ability to adopt to a greener
economy exhibit large firm-level components (e.g., managerial skill, innovation, or financial
constraints). Third, there exists no common understanding yet among academics or practi-
tioners about how to reliably quantify firm-level climate change exposure.> While a firm’s

voluntarily disclosed carbon emissions are gaining some traction as an exposure measure,

I California’s largest utility, PG&E, experienced in 2019 the first major bankruptcy caused by climate
change (see “PG&E: The First Climate-Change Bankruptcy, Probably Not the Last”, Wall Street Journal,
January 18, 2019.)

2Indeed, Hugon and Law (2019) estimate that global warming affects about two-thirds of firms negatively
and that managers of firms most susceptible to global warming tend to underestimate its effects on reported
earnings.

3This is in stark contrast to other firm-level exposures, for which widely accepted measures have been
developed over the years (e.g., business cycle risk or political risk).



this data exists only for a limited and selected sample (e.g., about half of all S&P 500 firms
do not report their emissions). What’s more, disclosed emissions reflect historic rather than
future business models of firms, and they do not allow the distinction between “good” and
“bad” emissions.*

These challenges are severe and they have the potential to impede the reallocation of
resources from “brown” to “green” firms, a major task identified by policymakers around
the world to achieve global climate targets in the years to come.® Furthermore, the lack of a
firm-level exposure measure may contribute to the potential mispricing of climate risks and
opportunities in capital markets (Hong et al., 2019; Daniel et al., 2017; Kumar et al., 2019),
and it complicates the development of financial instruments that allow market participants
to hedge the effects of climate change (Engle et al., 2020).

In this paper, we use transcripts of quarterly earnings conference calls held by publicly-
listed firms to construct time-varying measures of firm-level exposure to climate change.
Earnings calls are key corporate events on the investor relations agenda and allow financial
analysts and other market participants to listen to management presenting their views on the
firm’s business activities and to ask these firm officials questions about material current and
future developments (Hollander et al., 2010). A major benefit of using conference calls as a
source is that they are much less susceptible to “greenwashing” by management. Indeed, even
if management is evading the climate change topic or window dressing their achievements,
analysts will act as a counterpoint by asking probing questions. This is much different for
other documents such as annual reports, ESG reports, or press releases, which exclusively
reflect the views of management. To construct our measures, we build on recent work that

has used such transcripts as a source for identifying the various risks and opportunities that

4The emissions generated by some firms support the transition to a greener economy (these firms are
called “climate enablers”); an example are producers of building material that makes houses more energy
efficient.

5 According to the “Green Deal” announced by the European Commission in 2019, to achieve the current
target of a 40% emissions reduction by 2030, capital (re)allocations of EUR 260bn a year are needed in the
European Union alone (e.g., “Europe leads the world with its climate mission”, Financial Times, December
12, 2019.)



firms face over time (Hassan et al., 2019, 2020a,b). In a nutshell, these studies use the
proportion of the conversation during the conference call that is centered on a particular
topic as a measure of the firm’s exposure to that topic.%

Importantly, however, we modify the approach of these prior papers along several dimen-
sions. First, we address that climate change has effects that are multifaceted, spanning issues
related to physical threats, costly regulatory interventions, and new technological opportuni-
ties. Our measures therefore encapsulate exposure to upside and downside shocks. Second,
prior studies rely on pre-specified signal word combinations (or “bigrams”) to identify when
the conversation turns to the topic of interest. Hassan et al. (2019), who study political
risk, determine these bigrams by comparing training libraries of political texts with those
containing nonpolitical texts. In Hassan et al. (2020a,b), who study Brexit and Covid-19,
the words used to identify discussions about these shocks are self-evident and no training
libraries are used. In our setting, no well-defined dictionary exists and there is also no single
climate change phrase, similar to Brexit or the corona virus, that can be used to identify
climate discussions in text. Creating a new dictionary from scratch, on the other hand, has
been shown to be challenging and susceptible to human error (Liu et al., 2019).

For this reason, we introduce a novel, purposeful method that can identify word combi-
nations that signal climate change conversation in conference calls. The method builds on
the finding that humans perform well when associating words to topics, but poorly when
creating dictionaries from a blank slate (King et al., 2017).” Accordingly, our method adapts
the machine learning keyword discovery algorithm proposed by King et al. (2017) to pro-
duce four (related) sets of climate change bigrams: the first set captures climate change
aspects broadly defined, while the remaining three sets cover specific climate topics, that

is, opportunity, physical (e.g., sea level rises, natural disasters), and regulatory shocks (e.g.,

6We follow these papers in defining “exposure” to a topic as the share of the conversation in transcripts
devoted to that topic. While related, this definition of “exposure” is somewhat different from how risk
exposure (e.g., a factor beta) is defined in the asset pricing literature. See Hassan et al. (2019) for a
discussion of the relation between these two literatures.

"To the best of our knowledge, this method has not been used before in the finance or economics literature.



carbon taxes, cap and trade markets). We employ these four sets of bigrams to construct for
each transcript a measure of exposure to climate change (in a broad sense), as well as three
measures of exposure to the specialized “topics”. The algorithm only requires human input
insofar as specifying a short list of initial keyword terms that are associated with climate
change.

The exposure measures count the frequency with which certain climate change bigrams
occur in the transcript, scaled by the total number of bigrams in the transcript. We construe
these measures as indicating the occurrence of climate change events or shocks at the firm.
Our method also allows us to construct measures of the first and second moment associated
with these shocks. In other words, whether the events represent (in expectation) good or bad
news to the firm and whether the shocks are uncertain. For the first moment, we construct
“sentiment” measures, which count the relative frequency of climate change bigrams that
occur in the vicinity of positive and negative tone words (Loughran and McDonald, 2011).
For the second moment, or risk measures, we count the relative frequency of climate change
bigrams mentioned in the same sentence as the words “risk” or “uncertainty” (or their
synonyms). Following prior practice (Hassan et al., 2019), we interpret these sentiment and
risk measures as components of the exposure measures.

As most of our other data varies at the year level, we create for each firm annual
transcript-based measures by averaging measures from quarterly transcript.® Our sample
contains more than 80,000 annual observations originating from more than 10,000 unique
firms in 34 countries over the period 2002 to 2019.

As a crucial step in verifying the validity of our measures, we conduct a human audit of
the identified bigrams that signify discussion of the different dimension of climate change. We
find that top bigrams associated with exposure to climate change opportunities refer to new

(green) technologies, such as electric vehicles. In a similar vein, top regulatory bigrams are

8Note, however, that our publicly available data set provides climate change scores at the firm-quarter
granularity, allowing researchers and policy makers to trace the over-time variation in exposure at this higher
frequency.



reminiscent of regulatory and/or governmental interventions associated with climate change
and the goal to reduce carbon emissions. Top bigrams linked to the exposure to physical
shocks include words pairs related to hurricanes, desalination, or draughts. We also validate
our approach by examining individual text fragments taken from the point in the transcripts
identified by our algorithm as the moment when participants discuss climate change, and we
verify that the call fragments are indeed centered on salient climate issues.

We then examine the aggregate patterns in our measures of climate change exposure by
documenting their development over time and in the cross-section. The time-series dynamics
for the broadly-defined exposure measure reveals that discussions of climate change issues
increase remarkably over time until around 2011. Perhaps surprisingly, this rise starts already
in the mid 2000s. There is some modest decline up to the largely unsuccessful 2012 Doha
Climate Summit, with a leveling off at a high level (compared to the years before 2011) in
the subsequent years. We observe a renewed increase in climate change exposure since the
Paris Agreement in 2015 and the 2016 Trump election. Climate change exposure reaches its
highest overall level at the end of the sample in 2019.

A similar exercise in which we aggregate our measures by taking sector averages shows
that the sectors with the highest overall exposure to climate change are Electric, Gas &
Sanitary Services (i.e., utilities), followed by Construction and Coal Mining. Utilities top the
exposure ranking for both opportunity and regulatory shocks, which signifies that utilities
face both opportunities (e.g., renewable energy) and regulatory risks (e.g., carbon taxes)
related to climate change.” Physical climate change exposure is highest for the sectors Paper
& Allied Products, Heavy Construction, and Insurance. Importantly, for all of our measures,
we find large within-industry variation, indicating that firms will benefit or suffer in various
degrees from climate change. The large within-industry variation underscores the need for

a (time-varying) firm-level measures of climate change exposure.'’ Indeed, further analyses

9This two-sided perspective is consistent with how investment analysts view the sector (see “Morgan
Stanley: ‘Second wave of renewables’ to drive 70 GW of coal retirements” S&P Global Market Intelligence,
December 20, 2019.)

10A case in point are again utilities, which exhibit, for example, large within-industry heterogeneity in



show that even the identity of firms exposed to climate change within a sector changes
over time; climate change exposure is not in all cases a persistent firm-level characteristic.
Further, exposure to climate change varies substantially across countries, and we document
reasonable associations between our exposure measures and country-year level proxies for
the regulatory and physical impacts of climate change.

To bolster our claim that our measures quantify variation in exposure to climate change
shocks at the firm level, we conduct an analysis of variance. We find that between 70.4 and
96.8% of variation in our exposure measures plays out at the firm level (rather than at the
level of the country, industry or over-time), only half of this firm-level variation is persistent,
suggesting that, within an industry over time, different firms are exposed to climate change.!!
We then compare the results of this analysis with a similar decomposition exercise for two
important alternative measures of firm-level exposure to climate change. These alternatives
are a firm’s carbon intensity (emissions scaled by assets) as well as its carbon risk rating.
The carbon risk rating is constructed by proxy-advisory firm ISS with the objective to
provide investors with a comprehensive assessment of the carbon-related performance of
firms. ISS plans to include information from its rating into its voting recommendations,
with the objective to “incorporate climate-related considerations systematically into their
engagement and proxy voting strategies.”'? The firm-level variation for carbon intensities
and the ISS measures are substantially smaller, especially compared to our topics-based
measures, amounting to only 56.6 and 73.0%, respectively. Two-thirds of the variation in
the ISS ratings is persistent. Carbon intensities, which are increasingly used in the finance
literature (Bolton and Kacperczyk, 2020b,a; Ilhan et al., 2020; De Haas and Popov, 2020),
are driven mostly by industry fixed effects.

We find that our climate change exposure measures, on the one hand, and the carbon

terms of renewable energy capacity or reliance on fossil fuels, resulting in a divergence of both risks and
opportunities within the sector.

1At 96.8%, firm-level variation is by far highest for firm exposure to physical shocks, which is reasonable
as such shocks largely depend on firm-specifics (e.g., the exact location of a firm’s production sites within a
country, the supply chain specifics, or insurance policies).

12See https://www.issgovernance.com/iss-launches-climate-voting-policy/



intensity and ISS measures, on the other hand, overlap to some extent—as expected given
that all aim to capture dimensions of climate change exposure of firms. Carbon intensities
appear to correlate mostly with our measures of opportunity and regulatory shocks. The
ISS rating reflects our measures of opportunities more than those of regulatory or physical
events. Together with the variance decomposition results, this suggests that both of these
alternatives are more specialized than our (more comprehensive) measure.!?

Our sample allows us to explore the role of important economic factors that prior work
has identified as potentially being related to firm-level climate change exposure. As these
factor vary at the time, firm, and country level, documenting correlations between them
and the exposure measures allows us to corroborate that we capture meaningful variation in
climate change exposure.

First, we explore the role of public attention to climate change, which has been shown to
affect returns of carbon-intense stocks (Choi et al., 2020) and the costs of insurance again
carbon tail risk (Ilhan et al., 2020). We document that times of higher climate change atten-
tion are associated with a rise in firms’ exposures to regulatory and physical climate shocks,
while attention is unrelated to opportunity shocks. We proxy for attention by using the
time-varying measure of climate change news developed in Engle et al. (2020). A reason
for the asymmetry in results could be that the media is paying more attention to environ-
mental rules and physical threats to economic activity than to the opportunities climate
change might offer to businesses. Participants in conference calls that follow the media may
therefore have a higher propensity to address such topics.

Second, we find that firm-level institutional ownership is negatively related to climate
change exposure. This effect is particularly strong in the recent years and it originates
primarily from a negative association between institutional ownership and exposure to reg-
ulatory and opportunity shocks. This finding is consistent with an interpretation whereby

institutional investors started to underweight (or divest) firms with high climate change ex-

13Some disagreement across measures is not unique to our climate setting and it resembles the divergence
documented for ESG ratings (Berg et al., 2020; Gibson et al., 2020).



posure, apparently without distinguishing much between firms with upside and downside
exposures.

Third, we show that voluntary information exchanges between management and financial
analysts during conference calls do not appear to be affected by variation across countries
in terms of mandatory ESG disclosure standards. This nonresult is comforting inasmuch as
it indicates that our measures of voluntary information exchange are not unduly affected by
variation across countries in mandatory disclosure standards.

In a last step, we explore whether our exposure measures exhibit associations with firms’
market valuations. We find that firm exposure to regulatory shocks is negatively associated
with valuations changes. Interestingly, we can document such an effect only for the second
half of the sample, i.e., the years during which climate change exposure attains relatively
high levels (since 2011). At the same time, we cannot detect that changes in firm valuations
reflect firm-level exposures to opportunity shocks; markets may hence undervalue firms with
high exposures to such shocks, bolstering the survey evidence in Krueger et al. (2020).

We relate to two strands of literature. With respect to our methodology, as explained
above, we build on studies that use the occurrence of bigrams in earnings calls (Hassan
et al., 2019, 2020a,b). In terms of substance, our most direct contribution is to the burgeon-
ing climate finance literature, especially to papers that study climate risk disclosure and
firm-level climate risks. Solomon et al. (2011) show that institutional investors use chan-
nels of discourse with portfolio firms to compensate for the inadequacies of public climate
reporting. Matsumura et al. (2014) find that markets discount firms that do not disclose
emissions through the CDP, although Griffin et al. (2017) suggests that the differences may
not arise from CDP disclosure. Matsumura et al. (2018) analyze voluntary 10-K climate
risk disclosures and find that disclosing firms have lower costs of equity. IlThan et al. (2020)
study the preferences of institutional investors with respect to climate risk disclosures. Fur-
ther, Flammer et al. (2019) find that activism by long-term institutional investors increases

the voluntary disclosure of climate risks. Ramadorai and Zeni (2020) use data disclosed to



the CDP to infer firms’ beliefs about climate regulation and their plans for emission abate-
ment. Krueger (2015) reports beneficial valuation effects of the introduction of mandatory
greenhouse-gas (GHG) disclosures in the U.K., and Jouvenot and Krueger (2019)) document
strong reductions in carbon emissions as a result of the disclosure requirement.

Research on climate risks has focused on carbon emissions (or intensities), with a strong
emphasis on the “downside” rather than “upside” effects. Bolton and Kacperczyk (2020a,b)
show that investors demand a compensation for investing in firms with high carbon intensities
as they are perceived as more risky. Gorgen et al. (2019) calculate exposure (carbon betas)
to a carbon risk factor, which is constructed using carbon and climate transition-related
information from ESG databases. Ilhan et al. (2020) find that high carbon intensities are
priced in the option market and associated with higher tail risk. There is also evidence
that greater climate risk leads to lower firm leverage, with firms decreasing their demand
for debt and lenders reducing their lending to firms with the greatest risk (Ginglinger and
Moreau, 2019). Consistent with this evidence, Delis et al. (2019) find that banks began to
price carbon risk into their loans after the 2015 Paris Agreement, and Selzer et al. (2019)

show that credit ratings and yield spreads change for polluting firms.

2. Data

2.1.  Data on Farnings Calls

We use transcripts of quarterly earnings conference calls held by publicly-listed firms to
construct our time-varying measures of firm-level exposure to climate change. Earnings
calls allow financial analysts and other market participants to listen to senior management
presenting their views on the company’s state of affairs and to ask questions about the
firm’s financial performance over the past quarter. Importantly, these earnings calls are also
used to discuss current and future developments more broadly (Hollander et al., 2010). As
most of our other data varies at the year level, we create for each firm a series of annual

transcript-based measures by averaging quarterly transcript-based measures. The transcripts



are collected from the Refinitiv Eikon database. We use the complete set of English-language
transcripts from this database for the years 2002 to 2019. We restrict the analysis to firms in
countries with at least 150 annual transcript observations. Our final sample includes 80,221
firm-year observations from 10,158 unique firms headquartered in 34 countries. Variable
definitions are provided in Appendix A and summary statistics in Table 1. OA Table 1

provides the distribution of firm-year observations across countries.

2.2. Data on Carbon Emissions

To benchmark and compare our measures, we use data on firms’ carbon emissions from
the CDP, formerly known as the Carbon Disclosure Project. These data are collected by
the CDP on behalf of institutional investors representing over $100 trillion in assets under
management. Reporting to the CDP is voluntary, which raises concerns about selection
bias in their data set. The CDP data include information on three types of emissions.
Scope 1 emissions are direct emissions, which originate from the combustion of fossil fuels
or from releases during manufacturing. Scope 2 emissions are indirect emissions from the
consumption of electricity or steam, and Scope 3 emissions are emissions that occur in
the value chain of a firm. The CDP translates all greenhouse gases into carbon dioxide
equivalents. We focus on Score 1 emissions because they are directly owned and controlled
by firms, and scale these emissions by total assets to obtain a measure of C'arbon Intensity.
Our CDP sample includes 6,009 firm-year observations from 1,287 unique firms located in
all 34 sample countries. The emissions of these firms were generated between 2009 and 2017

(coverage has increased over the last years).

2.3.  Data on ISS Carbon Risk Ratings

As a second benchmark, we use data on firms’ I.SS Carbon Risk Rating from ISS ESG, which

constructs these data to provide investment professionals and banks with an assessment of

10



the carbon-related performance of firms.'* ISS ESG, which claims to be the world’s leading
provider of ESG solutions for investors, is the responsible investment division of Institutional
Shareholder Services (ISS) Inc. ISS is a dominant player in the area of corporate governance
and provides proxy voting advice to institutional investors.

155 Carbon Risk Rating is available at the annual frequency and constructed from several
factors, such as the carbon impact of a firm’s product portfolio (e.g., revenue shares of
products associated with a positive or negative climate impacts) or carbon emission reduction
targets and action plans. Similar to our approach, ISS aims at capturing both the upside
and downside exposure of firms with respect to climate change. To reflect this spectrum, the
rating scores vary between 1 (poor performance) and 4 (excellent performance). The data
are collected by ISS from publicly available sources such as annual reports, ESG reports
or newspaper articles, but also from interviews with firm management. Our ISS sample
contains 9,995 firm-year observations, originating from 3,306 firms in all 34 countries. The
rating is available for the years 2015 to 2019. Firm coverage has significantly increased over

the sample period, from 1,493 sample firms in 2015 to 3,032 firms in 2019.'°

2.4. Other Data

We obtain additional data from a variety of sources to validate our measures and to exploit
its time-series and cross-sectional variations.

Climate Policy Regulation. To validate our measures, we use an index constructed
by Germanwatch, which evaluates the climate policy regulations of a country. The index,
Climate Policy Regulation, covers, for example, a country’s policies on the promotion of
renewable energies, measures to reduce carbon emissions, the ambition level and “2 degree”
compatibility of a country’s Nationally Determined Contributions, and its progress towards

reaching these goals. The index varies at the country-year level and ranges between 0 and 20;

14To the best of our knowledge, we are the first academic study that uses these rating scores.
15Qustainalytics provides a similar rating of firm-level carbon risk, which is included in Morningstar.
However, this rating is available for a much shorter time period (since 2017).

11



higher numbers reflect better climate policy regulations in a country. The data are available
for 29 sample countries over the years 2007-2019 (not for Bermuda, Chile, Hong Kong,
Israel, and Singapore). Data from Germanwatch has previously been used in Atanasova and
Schwartz (2019) and Delis et al. (2019).

Extreme Temperatures. We further validate our measures by using information on the
frequency of extreme temperature events from the Emergency Events Database (EM-DAT),
which is compiled by the Centre for Research on the Epidemiology of Disasters at Université
Catholique de Louvain. The measure varies at the country-year level and captures how
often extreme temperature episodes occurred. The resulting variable, ExtremeT emperature
ranges between 0 and 3 and is available for all countries over the years 2002 to 2019.

Public Attention to Climate Change. We borrow an index developed in Engle et al.
(2020) to capture how public attention to climate change has varied between 2002 and 2017.
The index, Media Attention, is constructed by measuring positive and negative news in the
Wall Street Journal on the topic of climate change. To quantify the intensity of climate
news coverage in the Wall Street Journal, Engle et al. (2020) compare the news content to
a corpus of authoritative texts on the subject of climate change. The measure has recently
been used in Ilhan et al. (2020).

Institutional Ownership. We measure the percentage ownership by institutional in-
vestors using data from Thomson Reuters. These data are available only for firms in North
America, for the period 2002 to 2019.

Country Mandatory ESG Disclosure. We use data collected by Krueger et al. (2020)
to identify whether and when countries introduced mandatory ESG disclosure. The primary
purpose of such regulation is to enhance the disclosure of corporate nonfinancial information
to investors. Disclosure on ESG issues covers topics such as climate change, modern slavery,
illegal logging, or water scarcity. Krueger et al. (2020) identify 14 countries that mandate
firms to disclose ESG information during the period from 2000 to 2017. Out of these 14

countries, 12 countries (Australia, Brazil, China, France, Hong Kong, India, Italy, Norway,

12



Singapore, South Africa, Spain, U.K.) are included in our sample.
Financial Statement Data. Data on firm financial variables such as total assets, debt,

or cash holdings are from Compustat North America and Compustat Global.

3. QUANTIFYING FIRM-LEVEL EXPOSURE TO CLIMATE CHANGE

3.1.  Objective of Climate Change Measures

Our objective is to quantify a firm’s exposure to climate change. We build on recent work
that has identified transcripts of conference calls as a source for identifying the various risks
and opportunities facing firms (Hassan et al., 2019, 2020a,b). These prior studies use the
proportion of the conversation during a conference call that is centered on a particular topic
as a measure of the firm’s exposure to that topic. We face at least two challenges applying
the selfsame logic to quantifying climate change exposure.

First, the effects of climate change are multifaceted, spanning issues emerging from regu-
latory interventions to imminent “physical threats”, for example, to a firm’s plant, property,
and equipment, owing to the increased probability of extreme weather events. What’s more,
new technologies and market opportunities provide some firms with a potential upside to
climate change developments. An ideal measure therefore needs to encapsulate all of these
facets to arrive at firmer conclusions about a firm’s exposure to environmental changes. Ide-
ally, the measure should also allow the decomposition of a firm’s (composite) exposure to its
contributing factors.

Second, prior studies identify when the conversations in earnings calls turns to the topic
of interest by relying on pre-specified signal bigrams. These word combinations, in turn, are
compiled in either of two ways. Hassan et al. (2019), who study political risk, determine
signal bigrams by comparing training libraries of political texts (e.g., political textbooks and
speeches by politicians) with those containing nonpolitical texts (e.g., accounting textbooks
and novels). In contrast, in Hassan et al. (2020a,b), who study Brexit and Covid-19, re-

spectively, the words used to identify discussions about these shocks are self-evident and no

13



training libraries are used. However, neither of these two approaches yields satisfactory re-
sults in identifying climate change bigrams. For example, using training libraries that consist
of climate change reports issued by research institutions and/or professional investors fails to
achieve our goals, because people tend to discuss climate change in conjunction with other
topics, such as (new) technologies, government regulation, and tax credits. Accordingly,
text documents in the training library reflect mixtures of genuine climate change discussions
and conversations about extraneous topics. The same will hold true for the conference call
transcript. Using a training library, the algorithm will then identify word combinations that
are unrelated to climate change (but instead signal for example tax policies) as if these are
climate change bigrams. What’s more, when taking these bigrams to the earnings call tran-
scripts, too many extraneous discussions are wrongly classified as climate change exposure.
Thus, the method used in Hassan et al. (2019) yields a set of word combinations which
contains more “false positives” than valid climate change word combination.'® That said,
Hassan et al. (2020a,b)’s method falls short in our context too inasmuch as there is no clear
climate change equivalent to “Brexit” or “Corona” word combinations. While researchers
could, in principle, attempt to create a comprehensive word list, prior work has suggested
that humans tend to overlook important phrases in such tasks (King et al., 2017). For this
reason, we introduce to the economics and finance literature a novel, purposeful method that

can identify word combinations that signal climate change conversation in conference calls.

3.2.  Discovery of Climate Change Bigrams

We adapt the machine learning keyword discovery algorithm proposed by King et al. (2017)
to produce a set of climate change bigrams C. The algorithm helps us to overcome challenges
in applying either of the two methods mentioned above to quantify climate change exposure.

First, the algorithm does mot need a comprehensive “climate change” training library as

16Ultimately, the challenge researchers face is that they need to identify a library of non-climate change
documents that can help filter out a “clean” list of climate change bigrams without picking up related topics.
In practice, given the commingling of climate change with other topics, this is hard to achieve.

14



input. By contrast, it only requires the researcher to draw up a small set of “initial” bigrams
(listed in OA Table 2). These initial bigrams are chosen such that they unambiguously relate
to climate change. The algorithm uses these initial bigrams to search for new bigrams that
also likely indicate conversation about climate change—and does so directly in the earnings
call transcripts themselves. Second, as each initial bigram is connected with a specific group
of new bigrams discovered through the application of the search algorithm, the researcher
can easily decompose the measure of climate change exposure (based on the presence of these
bigrams) into its constituent parts.

The “initial” set of bigrams allows the algorithm to identify from the transcripts those
sentences of interests that clearly talk about climate change. Relying on several supervised
learning methods, the algorithm can then extract features, i.e., bigrams, beyond the set
of “initial” bigrams, that predict climate change from the identified sentences of interests.
Finally, it constructs a model predicting whether a sentence is related to climate change or
not. We apply this prediction model to sentences not including any “initial” bigrams and
learn from whether or not the predicted sentences are climate-change-related. In order to
discover new climate change bigrams, we reverse-engineer the machine learning process and
trace back those bigrams that best discriminate the climate-change-related sentences from
other sentences. The resultant set of climate change bigrams C includes both the “initial”
bigrams and the newly found bigrams from the machine learning algorithm.!”.

The benefit of our approach is that the algorithm generates various meaningful climate
change bigrams based on the “initial” bigram set. First, the algorithm extends the rather
broadly specified initial bigrams into more specialized word combinations. For example,
“rooftop solar” and “photovoltaic panel” are based on the initial bigram “solar energy”;
“nuclear power” or “event fukushima” relate to “renewable energy”; and “tesla battery” and
“hybrid plug” correspond to the initial bigram “electric vehicle”. Second, C includes the

names of several power stations and wind farms such as “kibby wind”; “joaquin valley”; and

1"We summarize the technical details about the bigram searching algorithm, including how we define the
set of initial bigrams, in Online Appendix A as well as in OA Table 2 (list of initial bigrams)
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“coughlin power”, which are related to climate change and of interest to call participants.
At the same time, these bigrams illustrate the challenges of using training libraries or pre-
specified word list to identify climate change talk; few researchers would have the detailed
institutional and/or field knowledge to recognize these words as related to climate change.
We adapt the bigram-searching algorithm to discover three unique sets of climate change
bigrams, CO??, CP" and CF® from C, which capture opportunity, physical, and regulatory
shocks related to climate change, respectively. To this end, we feed a set of “initial” bigrams
reflecting the three specific climate change topic to the searching algorithm, and then allow
the algorithm to discover bigrams that are mostly related to each one of these. '® For each
topic, we tailor-make the set of initial bigrams based on the top-500 bigrams in C that most
frequently occur in conference calls. We then re-perform the searching algorithm to find a
broader set of bigrams for each topic. As the topics-based searching algorithm can also yield
some general climate change bigrams, we drop bigrams appearing in more than one topic;
this step further guarantees that we have topic measures that do not overlap. Last, we take
the intersection between C and each set of topic bigrams to obtain the set of opportunity
climate change bigrams CY?P, the set of physical climate change bigrams C’ and the set

of regulatory climate change bigrams C9.

3.3.  Construction of Climate Change Ezposure Measures

Using these these four set of bigrams, we construct for each transcript a measure of ex-
posure, sentiment, and risk. To simplify the exposition, we take the broad set of climate
change bigrams C to illustrate how we construct these measures. The more narrow (“topic”)
measures are constructed analogously; we simply replace C with the set of bigrams related
to the corresponding topic.

We construct a (broad) measure of climate change exposure (CCFExposure) based on

how frequently the specified bigrams appear in a given transcript. To do so, we take the

18See OA Table 7 for the list of initial bigrams for topic search.
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set of climate bigrams C to the conference call transcript of firm ¢ in quarter ¢ and count
the frequency with which these bigrams occur. We then scale the total count by the total

number of bigrams in the transcript to account for differences in the length of the calls:

Byt

> (1 e,

b

1
(1) CCFExposure;; = 5

it

where b = 0,1, ...B;; are the bigrams contained in the conference call transcripts of firm ¢ in
quarter ¢ and 1[] is the indicator function.

Next, we create a measure of climate change sentiment (C'CSentiment) by counting the
number of climate change bigrams, conditioning on the presence of the positive and negative
tone words summarized in Loughran and McDonald (2011). We then standardize again by

the total number of bigrams:
bes

Bit
(2) CCSentiment; = Binzb: (1[b € C]) x Xb:T(b),

where S represents the sentence containing bigrams b = 0, 1, ... B; and 7T (b) assigns sentiment

to each b:

1 if b has a positive tone
T®)=14 -1 ifbhasa negative tone

0 if otherwise

\

Finally, we construct a measure of climate change risk (CCRisk) by counting the relative
frequency of climate change bigrams that are mentioned together with the words “risk” or

“uncertainty” (or synonyms thereof) in one sentence:

Bit
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) 1
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where S represents a sentence containing bigrams b = 0,1, ...B; and r contains the words
“risk” and “uncertainty” (or synonyms).

As most of our other data varies at the year level, we create for each firm annual
transcript-based measures by averaging the quarterly measures. As explained above, we
also produce measures of exposure, sentiment and risk from CO??, C#¢9_and CP™ by scoring
each conference call transcript using the same method. We label these topics-based measures

by adding the superscripts of Opp, Reg, and Phy to a given measure (e.g., CC Exposure®PP).

4. VALIDATION

4.1.  Face Validity of Climate Change Bigrams

We validate our climate change measures using a multi-pronged approach.’® First, we con-
sider the face validity of the bigrams used to construct CCExposure, CC Exposure®Pr,
CCFExposuref® and CCExposure”™  respectively.

Table 2 shows the top-100 bigrams in C with the highest frequency of occurrence in
the transcripts (an expanded list of the top-200 bigrams is in OA Table 3). Top bigrams
associated with CC' Fxposure, the broad exposure measure, capture aspects related to oppor-
tunities and potential risks associated with climate change. Specifically, the top-20 bigrams
include opportunity-related word-pairs such as “carbon capture” or “rooftop solar”, but also
more risk-related terms such as “environmental concern” or “reduce emissions”. OA Table
4 shows the top-100 bigrams and OA Table 5 the bottom-100 bigrams for C'C'Sentiment.
OA Table 6 reports the top bigrams for C'C Risk.

Turning to the three topics-based measures, using initial bigrams that include “wind
power”, “solar energy”, and “new energy”, we find bigrams associated with CC Exposure®Pp
that refer to new (green) technologies, such as “nuclear renewable”, “pv panel”, or “carbon

free”. Several word combinations appear to be linked to developments in “electric vehicles”

19For brevity, we focus on the climate change exposure measures in our discussion. We also subject the
corresponding sentiment and risk measures to the same tests, a summary of which is reported in the Online
Appendix.
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and include “charge infrastructure” and “battery electric” (see OA Table 8). In a similar
vein, in our measure of regulatory exposure, CC Exposuref®?, using bigrams such as “car-
bon tax”, “air pollution”, and “air quality”, which are reminiscent of regulatory and/or
governmental interventions associated with climate change and the goal to reduce carbon
emissions, we find bigrams that are often word combinations that explicitly include syn-
onyms for regulation, as in “epa regulation”, “control regulation”, “energy regulatory”, and
“environmental standard” (see OA Table 9). Turning to the list of prominent bigrams for
CCFExposure™_ we use initial bigrams such as “natural hazard” or “sea level” to identify
phrases that are intuitively linked to the physical aspects of climate change, such as “island
coastal”, “hurricane ice”, “large desalination”, and “land forest” (see OA Table 10).

For the high scoring firms we also provide “snippets”, i.e., text fragments taken from
the point in the respective earnings call transcript that the algorithm identifies as the mo-
ment when call participants are discussing climate change. We report details in Table 3.
The five highest scoring firms on C'C' Exposure are headquartered in the U.S. and China.
Consider for example, Ocean Power Technologies Inc, a U.S. company which turns (ocean)
wave power into electricity for offshore applications. In its fourth quarter 2008 earnings call,
bigrams such as “energy requirement”, “powerbuoy wave”, “wave condition”, and “wave
power” featured heavily. Turning to the top “snippet” from the call, we observe the partic-
ipants discussing the demand for the company’s trademark technology (the PowerBuoy®))
in relation to heightened attention for renewable energy requirements. Similarly, the 2014
(fourth quarter) call of the China Ming Yang Wind Power Group Ltd, uses bigram that
include “distribute renewable” and “wind power”. Its top snippet discusses the manage-
ment’s expectations regarding the attainability of distributed renewable energy objectives.
Not surprisingly, firms in this top list are involved in the production of energy or in the
broader energy infrastructure. Indeed, when the call participants of ITC Holdings use cli-
mate change bigrams, they do so to discuss how their infrastructure projects are central to

delivering new sources of energy to customers. OA Tables 11 - 13 present more examples of
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snippets, focusing on the top-scoring firms of each of our three topic-related measures.
Together, this first validation exercise provides support for the idea that our algorithm
identifies bigrams that signify discussion of the different dimensions of climate change. It is
important to note, however, that our exposure measures are constructed at the transcript
level and each of these bigrams contributes only little to the final score on the exposure
measures. For this reason, we shift attention in what follows to the properties of the final

measures constructed using the full set of possible climate change bigrams.

4.2.  Times-Series Patterns of Measures

Accordingly, in our next step, we examine the aggregate properties of our broad exposure
measure as well as of the three more specialized topic measures. We do so in different ways.
First, we compute the cross-sectional means of each measure and plot these over time in
Figure 1, Panel A-D (the figures use quarterly transcript data to illustrate the time-series
changes more precisely). The figures also highlight some key moments in the public awareness
of climate change during this time period, ranging from policy events to natural disasters.
For expositional purposes, in this and the remaining figures and tables, we multiply the
exposure measures by 103,

In Panel A, the dynamics for (the cross-sectional average of) C'C Exposure reveal that
exposure to climate change increases remarkably over time, especially in the mid 2000s.
The strong rise in the early years of the sample is somewhat surprising, as it indicates that
earnings calls started to address issues related to climate change earlier than maybe expected.
Reaching a plateau around the year 2011, we observe some small decline in the period up
to the 2012 Doha Climate Summit, widely perceived as being unsuccessful in addressing
climate change, and a leveling off in the subsequent years (but at a high level compared to
the pre-2011 period). We note a renewed increase in climate change exposure since the 2015
Paris Agreement and the 2016 Trump election. Climate change exposure reaches its peak at

the end of sample period.
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We next turn towards understanding how this aggregate pattern reflects changes in the
individual topics-based measures. Interestingly, the dynamics of the three topics vary to some
extent differently over time. In Panel B, the time-series changes for CC Exposure®?P resemble
those of the aggregate measure; it is clearly upward trending, especially in the beginning of
the sample period. In Panel C, CC Exposure®9 also trends upwards between 2002 and 2008,
but it varies around a markedly lower level between 2012 and 2017. Since then and especially
towards the end of the sample, the measure of regulatory aspects increases substantially
again, as has the policy discussion on how to achieve the climate goals of the Paris Agreement.
The similarity in the time-series patterns of CC Exposure®?? and CC Exposure™ indicate
that at times of higher (lower) regulatory shocks, there are also better (worse) opportunities
for firms. This is consistent with priors, as, for example, regulation to limit carbon emissions
simultaneously triggers new business opportunities for firms in renewable energy or battery
technology.

Quite differently from the previous patterns, CC Exposure’™ in Panel D displays large
swings over time, revolving around a long-term mean of around 0.0125. There appears to
be neither an upwards nor downwards trend in the time-series of the mean of this measure.
OA Figure 1 provides additional figures, bifurcating climate change exposure into sentiment
and risk scores. The perhaps most noteworthy insight gleaned from these graphs is that
the average sentiment related to regulatory climate shocks is negative and has decreased

noticeably between 2002 and 2008.

4.3.  Industry Variation of Measures

Next, we compute average values of our four exposure measures by industry sector (at the
two-digit SIC code level, across all sample years) and present a ranking based on these means

in Table 4.2° In Panel A, using the broad exposure measure, the sectors with the highest

20We report only those industries for which we have at least 30 firm-year observations. For comparison,
we report the same ranking for Carbon Intensity and 1SS Carbon Risk Rating in OA Table 14. OA Table
15 reports the industry ranking for the sentiment and risk measures, respectively.
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overall exposure to climate change include Electric Gas & Sanitary Services, followed by
Construction and Coal Mining. The mean of C'C FExposure is highly skewed, even across
the top-10 sectors, ranging between 6.6 and 1.4 (compared to a sample industry mean and
median of 0.94 and 0.26, respectively).

Turning to the topics-based measures, we find utility companies topping the list also for
CC Exposure®?? (Panel B) and CC Exposuref® (Panel C). Coal Mining displays high expo-
sure to regulatory and physical climate shocks (Panels C and D). While the high regulatory
exposure of the coal mining sector is plausible given the large carbon emissions that result
from burning coal, the high physical exposure is more subtle. One explanation is that it
reflects mining firms’ exposure to heavy precipitation, drought, and heat, which pose phys-
ical challenges to mining operations (Delevingne et al., 2020). A sector that also appears
in the top 10 of CCExposure™ (Panel D) is the insurance sector, which, unsurprisingly,
has large exposure to physical shocks such as storms, flooding, or draughts. The table
moreover lists those industries which appear not to have material (measured) exposure to
climate change. Such industries include educational services or hotels for CC Exposure®P?
and CC Exposure®9, and communications for CC Exposure’™, among others.

The large variation in climate change exposure between sectors masks the existing het-
erogeneity within each sector, which becomes apparent from the large within-sector standard
deviations of the exposure measures. We explore this within-industry variation below, but
provide some additional evidence to corroborate this observation for a key sector, utilities, in
OA Figure 2, Panel A-D. Using histograms the figure’s panels display large within-industry
variation for each of our measures. Again, the dispersion is unsurprising given the hetero-
geneity in business models in the sector.?!

The large within-industry variation underscores the need for a (time-varying) firm-level

measure of climate change exposure. But it also has important implications for investors

21For example, at U.S. utility AES, about 30% of electricity capacity originates from renewable energy,
which compares with less than 10% at Duke Energy. Likewise, some power plants are much more exposed
to physical climate shocks than others (e.g., those located at the sea versus those in inland location).
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as it illustrates differential firm-level exposure within a sector for climate opportunities as
well as regulatory and physical climate shocks. Moving forward, individual sectors will
therefore likely have “winners” and “losers”. A consequence for investors is that they may
be able to address climate risks and opportunities by keeping a broad industry diversification
(rather than banning some industries entirely), and then perform a negative (or exclusionary)
screening of firms identified as climate change “losers”. This observation echoes recent
arguments by academics (Andersson et al., 2016) as well as by providers of low-carbon index

solutions (e.g., the MSCI Low Carbon Index).

4.4.  Country Variation of Measures

Exploiting the global nature of our sample, we also compute average values of climate change
exposure by country. Figure 2 documents several noteworthy patterns. First, total exposure
to climate change (Panel A) varies substantially across countries, attaining on average the
highest scores for firms in Spain, Austria, and Chile, and the lowest in Israel. In Panel
B, Spain leads the ranking for CC Exposure®P?, outpacing New Zealand and Austria. The
high ranking for firms in Spain likely originates from the country’s high exposure to climate
change opportunities; the country is ranked among the top 5 globally in terms of renew-
able energy use. Firms in Greece, Israel, and Ireland, on the other hand, have relatively
modest C'C Exposure®P? according to our measure. Second, regulatory exposure (Panel C)
is particularly manifest for firms in New Zealand, Australia, South Africa, Singapore, and
Hong Kong, but also in the EU and the U.K.?? Third, firms in countries such as Finland,
Singapore, and Sweden have high CCExposure”™ consistent with being economies that

either rely on or are constrained by natural resources vulnerable to climate change.??

22The presence of South Africa in this list may be unexpected. However, as chair of the G77 and China
group, South Africa played a key role in the adoption of the 2015 Paris Agreement. The country also closely
cooperates with the EU on climate regulation. Among other things, it plans to fully decarbonise its electricity
production by 2050.

23Examples are the effects of sea level rises on firms in Singapore, and effects of changes in precipitation and
temperature on firms producing forest products in Finland or Sweden, whose economies are very dependent on
such products (it remains highly uncertain among scientists whether climate changes positively or negatively
affects forest growth (CCSP, 2008), which is also reflected in the high scores of CCRisk in OA Figure 3 for

23



More details on cross-country differences are provided in OA Figure 3, which decomposes
the country-average exposure scores into climate change risk and sentiment. To single out
just one observation from these figures: while being on average positive in almost all coun-
tries, the sentiment about climate change opportunities (CC Sentiment®P?) is negative for
firms in Korea, Russia, and South Africa. Unsurprisingly, sentiment is negative in all coun-
tries (on average) regarding climate change regulation (C'CSentiment®), consistent with
firms generally perceiving such regulations as bad news. Firms located in Chili, Finland,

and Switzerland appear to be most negative about the physical aspects of climate change.

4.5.  Climate Change Regulation and Extreme Temperature

Our final validity tests focus on associations between our measures and two proxies for the
regulatory and physical impact of climate change. We offer these proxies in the spirit of
convergent validity tests inasmuch as distinct measurements of the same underlying phe-
nomenon should be correlated to some extent. Yet, we note that these tests are by design
noisy as they do not provide variation at the firm level. Hence, we consider any documented
correlation (or a lack thereof) as suggestive evidence only.

First, we consider in Table 5, Panel A, firm-level regressions to explore the association
between our exposure measures and the index constructed by Germanwatch to evaluate
policies and regulations with respect to climate change in a country. As explained above,
Climate Policy Regulation reflects issues such as subsidies for renewable energies or regula-
tion to reduce carbon emissions. The estimates in Column (1) reveal a positive association
between the index and C'C'Ezposure, indicating that more climate change bigrams occur
in transcripts of firms located in countries with more climate-friendly policies and regula-
tions. However, the explanatory power of Climate Policy Regulation is modest only, as
reflected in an adjusted R? of just 0.1%. When we look at the drivers of this overall ef-

fect by estimating regressions by exposure topics in Columns (2) to (4), we find that the

these two countries).
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aggregate effect originates mostly from firm-level exposure to opportunity and regulatory
shocks (not from physical shocks). The economic magnitudes are reasonable. For example,
a one-standard deviation shock to Climate Policy Regulation is associated with an increase
in CC Exposure’™ by (5.131 x 0.008=) 0.041 or 10% of the variable’s mean.*!

Second, we examine in Table 5, Panel B, the association between the exposure measures
and a country-level proxy for the physical impact of climate change (the frequency of extreme
temperature events in the prior year).? The estimates provide some weak, but suggestive
evidence supporting the validity of our measures. Most notable is that CC Exposure®d in
Column (3) shows virtually no association with Extreme Temperatures, neither statisti-
cally nor economically, while there seems to be some positive association in Column (4) for
CCExposure’™ (the effect is marginally insignificant with a t-stat of 1.65; the effect does
become statistically significant when we condition on sentiment in OA Table 16). The weak
explanatory power of the temperature variable, which varies at the level of the country of a
firm’s headquarters location, may also arise because actual firm operations are spread across
countries. This would be reflected in CC Exposure’™ but not in Extreme Temperatures,

leading to noise in the estimation.

4.6.  Summary of Validation Fxercise

The evidence in this section supports the validity of our approach. Our algorithm identi-
fies word combinations in earnings call transcripts that describe different facets of climate
change well, and by counting the occurrence of climate change bigrams in transcripts, we
can construct various climate change exposure measures. Moreover, our topics-based mea-

sures exhibit cross-sectional and time-series variation which align with reasonable priors.

24The difference in effects across the four measures is plausible; new climate policies or regulations should
trigger call participants in firms with high exposure to climate change to discuss the impact of these changes
for business opportunities (e.g., the promotion of renewable energy) or how they affect costs (e.g., carbon
pricing). At the same time, they should not directly lead to discussions about a firm’s exposure to extreme
weather events or draughts. The difference in patterns also underpins our claim that the proposed climate
change exposure measures capture distinct dimensions along which firms can be exposed to climate change.

25To account for systematic differences across countries, caused by their geographic location or topography,
we absorb average country effects.
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Yet, aggregating the scores on our climate change exposure measures, whether over time, by
industry or by country, potentially masks measurement error at the firm level. To examine
this possibility, we explore below in more detail which individual firms score high or low
on our measures, and how these scores correlate with two widely-used alternative measures
of firm-level exposure to climate change (Carbon Intensity and 1SS Carbon Risk Rating).
Before we turn to this analysis, we conduct a test that allows us to better understand the

drivers of the variation in our and in the alternative measures.

5. VARIANCE DECOMPOSITION

One of the challenges facing institutional investors, policy makers, and researchers alike is
that measures of firm-level climate change exposure are thin on the ground. To bolster
our claim that CCFExposure and its topics-based components indeed quantify variation in
exposure to climate change opportunities and events at the firm level, we conduct a simple
analysis of variance. We then compare this analysis with a similar decomposition exercise
for Carbon Intensity and 1S5S Carbon Risk Ratings.

Table 6, Panel A, reports the incremental explanatory power from conditioning each of
our exposure measures on various sets of fixed effects that plausibly drive the variation.
Some stylized facts emerge from the table. Time fixed effects, i.e., economy-wide changes
in aggregate climate change exposure (as depicted in Figure 1) explain very little of the
variation—yielding an incremental R? below 1% for all of our exposure measures. For in-
dustry fixed effects, the same observation holds true only with respect to the variation in
CCExposure™ . Indeed, consistent with economic intuition, exposure to both opportunity
and regulatory shocks have a sizeable industry component (18.6% and 10.3%, respectively),
which might result from regulation that targets specific industries more than others or from
technological developments that affect the entire sector. The interaction of industry and time
fixed effects account for at most 2.4% of variation (in case of CC Exposure®P?). We also find

relatively little additional explanatory power by including country fixed effects. Importantly,
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depending on the specific measure, between 70.4 and 96.8% of variation is not explained by
these fixed effects, and therefore plays out at the firm level rather than at the level of the
country, industry, or over-time.?® The high unexplained variation for CCEzposure’™ is
unsurprising given that exposure to physical shocks is highly dependent on firm-specifics
such as the exact location of a firm’s headquarters and its production sites or the specific
insurance policies against natural hazards. Adding firm fixed effect, we find that permanent
differences across firms in an industry and countries account for 51.8, 56.3, 41.1, and 48.3%
(for CCExposure, CCExposure®P?, CC Exposure®d, and CC Exposure’™ respectively).
The remaining 48.3, 43.8, 58.9, and 51.7% is variation over time in the identity of firms in
industries and countries most affected by the respective climate change variables.?”

Table 6, Panel B, provides the same analysis for C'arbon Intensity and ISS Carbon Risk
Rating. The results indicate that carbon intensities reflect substantially more industry-level
variation compared to our measures. Regressing carbon intensities onto industry fixed effects
yields an incremental R? of 38.4%. Including a full set of fixed effects reduces the variation at
the “firm level” to 56.6%, of which about half reflects permanent differences across firms. The
1SS Carbon Risk Rating has somewhat higher firm-level variation remaining after accounting
for the full set of fixed effects, but at 73%, this rating score too remains at a considerable
distance from our topics-based measures. What’s more, about two-thirds of the variation
in the ISS ratings is persistent; much more compared to our measures. In other words, the
1SS Carbon Risk Rating reflects to a large extent persistent differences across firms and the
industry assessments of climate change risk exposure, despite ISS’s acknowledgment that
“some sectors exhibit a very heterogeneous exposure to climate change risks” (ISS, 2020)

and their attempt to adjust the measure to take this heterogeneity into account.?®

26Following Hassan et al. (2019), we refer to this within-country and industry-time variation as “firm
level”.

270OA Table 17 reports the same variance decomposition for the sentiment and risk metrics.

28188 also provides two subscores of the I1.5S Carbon Risk Rating, named 155 Carbon Per formance Score
and ISS Carbon Risk Classi fication. By ISS construction, the latter of the two subscores is an industry-
based measure of climate change exposure, while the former focuses more on firm-level variation. Neverthe-
less, even for the 1SS Carbon Per formance Score, the firm-level variation is only 69.2%.
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6. CLIMATE CHANGE EXPOSURE AND FIRM CHARACTERISTICS

Having documented economically meaningful variation at the firm level for our exposure
measures, we next examine their correlations with a series of fundamental firm characteris-
tics. We perform this analysis as heterogeneity in climate change exposure within industries
could arise from firms having different technology vintages, capital structures, or growth op-
portunities. Our specification isolates the “firm-level” variation in climate change exposure

by including a full set of fixed effects (i.e., industry-by-time and country),

(4) CCExposure}l, = v X + 6. + 6; X 0; + €3t

where CC Ezposure” is either CC Exposure, CC Exposure®??, CC Exposure®d, or CCExp-
osure”™ . and the vector X;; contains a set of firm characteristics including Sales Growth,
Log(Assets), Debt/Assets, Cash/Assets, PPE [Assets, EBIT |Assets, Capex/Assets, and
R&D [Assets. 6., d;, and 0, represent country, industry, and time fixed effects.

Table 7 presents Ordinary Least Squares estimates of Equation 4, reporting in brackets
t-statistics based on standard errors that are clustered at the industry-year level. We find
that larger firms, as measured by their total assets, tend to have fewer climate change op-
portunities as well as lower exposure to physical climate change events. At the same time,
consistent with prior findings in political economy (Peltzman, 1976; Stigler, 1971), such
firms are more exposed to climate change regulation. We also find a significant negative
association between profitability (Ebit/Assets) and CC Exposure®PP (t-stat of 4.65) as well
as CC Exposure’™ (t-stat of 4.41). A one-standard deviation increase in EBIT/Assets is
associated with a (1.065 x 0.052 =) 0.055 lower value for CC Exposuref®®d (21% of variable’s
standard deviation). Cash holdings are positively associated (at the 5% level or better)
with CC Ezposure®?? and with CC Exposure’™d, but negatively, albeit marginally so, with
CCEzxposure™. While these results are broadly consistent with earlier studies examin-

ing the characteristics of firms most exposed to climate change (Shive and Forster, 2020),
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we also find a somewhat puzzling negative association between R&D spending and climate
opportunities. However, we do not over interpret this relation as overall R&D expenditure
of firms may be a too noisy measure to capture innovation in climate-related technologies.
Consistent with prior evidence that greater climate risk leads to lower firm leverage (Gin-
glinger and Moreau, 2019), we find that firms with higher regulatory exposure have lower
leverage (Debt/Assets). The opposite relation seems to hold for climate opportunities and
there is no relation between leverage and physical exposure. In OA Table 18, we extend
these analyses to documenting correlations between firm characteristics and climate change

sentiment and risk.

7. CLIMATE CHANGE EXPOSURE AND ALTERNATIVE FIRM-LEVEL EXPOSURE

MEASURES

We next explore how well our measures of climate change exposure correlate with Carbon
Intensity and 1SS Carbon Risk Rating, the two alternative exposure measures available at
the firm level. Carbon intensities play an important role as a measure for firm-level exposure
to climate change (especially to regulatory shocks) and the measure is used by a wide range
of papers (Bolton and Kacperczyk, 2020a,b; Ilhan et al., 2020; Shive and Forster, 2020;
De Haas and Popov, 2020). The analysis of a firm’s carbon footprint is also reported to
be the single most frequently used climate risk management tool of institutional investors,
according to the survey evidence in Krueger et al. (2020).

A benefit of using carbon intensities is that they are easy to understand and compute,
readily available for subscribers to the CDP database, and genuinely related to changes in
the global climate. However, important drawbacks of the measure include its lack of forward-
looking scope and the voluntary nature of its disclosure, which introduces selection bias for
researchers aiming to understand its effects.?? Furthermore, carbon emissions are available

only for a limited number of firms, which hinders their ability to act as a measure for a broad

29 A notable exception in terms of using forward-looking emissions is Ramadorai and Zeni (2020), who use
information in the CDP database on firms’ plans for future carbon emissions abatement.
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cross-section of companies.

The carbon risk rating by ISS have been employed mostly by investment professionals.
One strength of the rating is that it considers factors beyond a firm’s carbon footprint. For
example, it includes scores that rate a firm’s carbon reduction targets and actions or assess
the management’s perspective on climate change. That said, the measure also faces severe
selection issues that make its analysis and usage nontrivial.®® Moreover, the construction of
the ISS metric is relatively complex and to some degree subjective, and, just as for carbon
intensities, it is available only for a limited number of firms. OA Table 19 cross-tabulates
the number of observations (frequencies) of CCFExposure and each of the two alternative
measures. The figures show that in about 70% (66%) of the observations, our measure
indicates positive (nonzero) climate change exposure, while data on carbon intensities (ISS
ratings) is missing. In only 0.9% (2.3%) of cases does our measures suggest zero climate
change exposure, while a firm’s carbon intensity is nonzero (an ISS rating exists).

We first explore the relation of our exposure measures with carbon intensities. Higher
levels of carbon emissions relative to a firm’s asset base should be related to some of our
exposure measures. Notably, high carbon intensities might attract the scrutiny of regulators
aiming to reduce emissions in view of international agreements to keep global warming within
certain limits (Ilhan et al., 2020). Such regulatory attention to firms is likely to emerge
as a topic of conversation in earnings calls. But high carbon intensities may also spur
technological innovations that provide firms with new opportunities in the market place.
Utilities, for example, which have a large carbon footprint (see OA Table 14) may have
strong incentives to develop new low-carbon alternatives (e.g., wind or solar farms), which
provide opportunities in the future. To the contrary, carbon emissions should be unrelated
to a firm’s exposure to physical shocks, such as floods, storms, or ice.

We examine these possibilities by augmenting the dependent variables in Equation 4

with C'arbon Intensity, and basing its estimation on the intersection of the CDP sample and

30ISS decides on firm coverage based on factors such as investor interest or index membership.
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T Our findings, presented in Table 8, Panel

our (much broader) sample for CC Ezposure
A, are in line with our predictions. In Column (1) we find a strong positive association
between Carbon Intensity and the aggregate exposure measure, which originates from the
positive correlation between Carbon Intensity and CCExposure®P? in Column (2) as well
as CCEzposure®™d in Column (3) (t-stat of 3.87 and 5.69, respectively). A one-standard
deviation increase in a firm’s carbon intensity increases its exposure to regulatory shocks by
(399.9 x 0.00026=) 0.10, which is about about twice the variable’s mean or about 37% of
its standard deviation. As expected, we find no association in Column (4) between carbon
intensities and a firm’s exposure to physical shocks. In OA Table 20, we further show that
higher carbon emissions are associated with lower sentiment and higher risk regarding a
firm’s regulatory exposure to climate change.

We explore in Table 8, Panel B, the relation between our exposure measures and [SS
Carbon Risk Rating. Again, note that the intersection of the ISS and CCFEzposure’ data
sets yields a smaller number of observations than we had available in our original estimation
of Equation 4. In Column (1), a high value of 1SS Carbon Risk Rating (indicating lower
assessed risk) is associated with higher overall exposure to climate change, which primarily
originates from a higher exposure to climate opportunities, as shown in Column (2). This
result is indicative of concordance between our and ISS’s assessment of which firms are most
(or least) strongly exposed to opportunities resulting from climate change. We find little
evidence of an association between 1SS Carbon Risk Rating and either CC Exposure!ted
(Column (3)) or CCExposure”™ (Column (4)). The nonexisting association with physical
exposure is unsurprising, given that ISS does not aim to capture such risk with its rating.
The lack of a relation with C'C Exposure® is worth pointing out, as it suggests that our

measures capture different aspects when it comes to a firm’s exposure to regulatory shocks.?!

We conclude from this examination that our exposure measures do reflect some variation

31In OA Table 20, we find that the ISS Carbon Risk Rating is negatively associated with CCSentiment¢9
and positively with CCRisk®9, suggesting that firms with high (good) ISS ratings have more negative
exposures to regulatory impacts of climate change that are at the same time less risky.
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in carbon intensities and ISS carbon risk ratings. At the same time, the overlap is partial at
best, especially for the ISS rating, and appears to be limited mostly to climate change op-
portunities (and regulatory impacts for carbon intensities). The disagreement we document
is consistent with our variance decomposition analysis, which revealed that carbon intensi-
ties and the ISS carbon risk rating have large common industry components. Our climate
change exposure measures, on the other hand, capture more firm-level heterogeneity—and
accordingly vary less with industry-level shocks (as well as with the alternative measures).
However, such disagreement is not unique to our climate setting, but it resembles related
evidence from ESG ratings more broadly. For example, Berg et al. (2020) document only
modest correlations among the ESG ratings of six prominent rating agencies. As in our
setting, disagreement seems particularly high among firms with high risk (low ratings), not
among firms with high opportunities (high ratings). Gibson et al. (2020) provide similar
evidence on ESG rating disagreement, especially for environmental ratings (“E”), for which

disagreement seems generally higher than for governance (“G”) and social (“S”) aspects.

8. EconNoMICc CORRELATES OF CLIMATE CHANGE EXPOSURE

Guided by prior theoretical and empirical evidence, we next explore the role of important
economic variations at the time, firm and country level that plausibly relate to climate
change exposure. This analysis helps us in establishing that our measures capture meaningful
variation. Again, the goal of this analysis is to explore important associations in the data,
rather than to establish causality.

First, we examine the role of time-series variation in public attention to climate change.
Such attention, which tends to increase after natural disasters or climate summits, has
been shown to also affect financial market participants. Choi et al. (2020) show that retail
investors sell carbon-intensive firms when attention to climate change spikes, leading to
the under performance of carbon-intense stocks. In their paper, there seems to be a much

weaker positive performance effect of “clean” stocks at times when attention to climate
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change is low. This indicates that climate attention has asymmetric effects on firms; firms
with exposure to regulatory shocks suffer, while firms with opportunities do not benefit to
the same degree. Ilhan et al. (2020) document that high public attention to climate change
increases the cost of option protection against carbon tail risk. Based on this prior evidence,
we predict that discussions in conference calls also reacts to the salience of climate change
topics in the public discussion. Specifically, we expect that times of higher climate attention
are associated with an increase in firm-level climate change exposure, especially when it
comes to exposure to regulatory and physical shocks. To proxy for public climate attention,
we use the time-varying measure of climate change news developed in Engle et al. (2020).
To test our prediction, we augment Equation 4 by adding Media Attention.

The estimation results in Table 9, Panel A, are in line with our prediction. Notably,
we find in Columns (3) and (4) a strong positive association between time-series variation
in media attention to climate change and firm-level exposure to regulatory and physical
shocks. When the media index increases by one-standard deviation, this is associated with
an increase in CC Ezposure®?? by (0.001 x 4.441 =) 0.004 or 9% of the variable’s mean.
There is a lack of a significant correlation between Media Attention and CC Exposure®Pr,
indicating that exposure to climate opportunities is unrelated to media reporting, a finding
that is consistent with the asymmetry documented in Choi et al. (2020). In our context,
an explanation of the asymmetry in the results may be that the (business) media is paying
more attention to environmental rules and physical threats to economic activity than to the
opportunities climate change might offer to businesses. Participants in conference calls that
follow the business media may therefore have a higher inclination to address “downside”
topics.

Second, we explore the relation between firm-level institutional ownership and climate
change exposure. As documented in Krueger et al. (2020), institutional investors are increas-
ingly concerned about the effects that climate change has on their portfolio firms, causing

more and more investors to divest (or underweight) holdings in firms with high climate change
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exposure. In fact, some institutions even started to impose ex-ante investment restrictions
towards firms with particularly high risks. A case in point is Norges Bank Investment Man-
agement (NBIM), managing the investments of the Norwegian Sovereign Wealth Fund, which
has excluded from its investment universe firms that produce coal or coal-based energy.*?
This process of exclusionary screening has accelerated over the recent years and it is likely
to increase further. Based on these developments, we predict a negative association between
climate change exposure and institutional ownership, especially during the recent years.

To test this prediction, we augment Equation 4 by adding Institutional Investors. The
estimation results in Table 9, Panel B, document in Column (1) that institutional ownership
is negatively associated with our broad measure of exposure (CCEzposure). Interestingly,
this overall effect originates from a negative correlation with both CC Ezposure®?? (Column
(2)) and CCEzposure™d (Column (3)). While the negative correlation with regulatory
exposure is unsurprising, the existence of a negative effect for opportunities is indicative
of institutions not differentiating where the source of the climate exposure originates from.
Further, in unreported regressions, we find that these associations are particularly strong in
the more recent years. Overall, these findings indicate that institutional investors increas-
ingly avoid firms with high climate change exposure, apparently without distinguishing much
between upside and downside exposures. Yet, as we are unable to establish any causation
regarding this relationship, it may also be that low institutional ownership may lead to an
increase in climate change exposure.

Third, we investigate whether climate change exposure is higher in country years when
firms are required by law to disclosure more environmental information. Such disclosed
information could make climate change exposure more salient and trigger analysts to ask
additional questions. We find in Table 9, Panel C, some evidence of a positive association,

but limited to CC Exposure”™ and then only at the 10% level. These estimates are, how-

32Such firms are strongly exposed to stranded asset risk and regulation that limits carbon emissions. NBIM
owns on average about 1.5% of every publicly-listed firm in the world, and the actions of NBIM are often
closely followed by other investors. See “Norway’s oil fund sells out of Glencore, Anglo American and RWE”,
Financial Times, May 13, 2020.
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ever, somewhat comforting inasmuch they speak against the idea that our CCExposure”

measures, which are based on voluntary information exchanges between management and
financial analysts during earnings calls, are unduly affected by variation across countries in

disclosure standards.

9. CLIMATE CHANGE EXPOSURE AND FIRM VALUATIONS

In a last step, we explore whether our measures are associated with financial outcomes that
matter to firms and investors. To this end, we test whether the exposure to opportunity,
regulatory, and physical climate shocks are reflected in firm valuations. Our tests exploit
that the cross-sectional average of climate change exposure has shown two distinct phases
over time, a phase of steady increase till 2011 and a relatively high level since then (see
Figure 1). We therefore allow the effects of climate change exposure to vary across these two

phases by estimating the following regression model for the years before and after 2011:

ATobin's Qi = BlCCExposuregpp + ﬁgCC’E:L’posureﬁeg + ﬁgCC’E:L‘posureghy—i-
(5)

VXt + 0+ 05 X 0 + €3

where ATobin's ) is the year-on-year change in Tobin’s Q, and CCExposure®??,
CCExposuref® and CCExposure”™ are the measures of climate change exposure, which
we include both individually and jointly. The vector X;; contains our standard set of firm-
level control variables. d., d;, and d; represent country, industry, and time fixed effects.
The estimation results are reported in Table 10. For the years after 2011, reported
in Columns (1) through (4), we do not find that changes in firm valuations statistically
significantly reflect the opportunities of climate change. However, it appears that exposure to
regulatory events negatively correlates with valuations changes (¢-stat of 1.98). In economic
magnitudes, a one-standard deviation shock in CC Exposure® is associated with a (0.254 x -
0.302 =) 0.076 change in AT obin’sQ, which is roughly equal to the variable’s mean. Exposure

to physical events is also negatively associated with valuation changes, but the effect is

35



statistically insignificant. In Columns (5) through (8), for the period prior to 2011, neither
of the climate change exposure measures seems to be related to firm valuation changes. This
evidence is consistent with Delis et al. (2019), who document that banks only started to
price exposure to regulatory climate risks in the recent past.

The regression estimates in OA Table 22 provide the results for the sentiment and risk
measures. A few observations from these regressions stand out. When conditioning on sen-
timent, we find that post-2011 market valuations do reflect opportunities related to climate
change, though the effect is significant only at the 10% level. When combined with positive
tones, there is also a positive effect of a firm’s exposure to physical shocks (physical changes
in the climate benefit some firms, e.g., producers of certain agricultural products or those
of genetically modified seeds). For our risk measures, we find a strong negative relation
between regulatory climate risk and firm valuation changes in the second half of the sample.
Interestingly, for physical climate risk, there appears to be such a negative effect in the first

half of the sample.

10. CONCLUSIONS

A key challenge for investors, regulators, and policy makers is the difficulty to quantify
firm-level exposure to climate change, with respect to both the associated risks and oppor-
tunities. We introduce a new method that identifies firm-level climate change exposure from
word combinations that signal climate change conversation in earnings conference calls. As
these earnings calls reflect both the demand side (i.e., analysts) and supply side (senior
management) on a “market for information”, our measures reflect the combined views of key
stakeholders on the climate change exposure of the firm. What’s more, earnings calls are to
a large extent forward-looking; while they review past results, analysts spend much of their
time probing management about their future plans (Huang et al., 2018). Our analysis is
based on a global sample of more than 10,000 firms from 34 countries and covers the years

2002 to 2019.
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To construct our measures, we build on recent work that has identified such conference
call transcripts as a source for identifying the various risks and opportunities that firms face
over time (Hassan et al., 2019, 2020a,b). We adjust the approach of these prior papers in
several important dimensions, allowing us to capture aspects related to the opportunities as
well as (physical and regulatory) risks associated with climate change. For this purpose, we
adapt the machine learning keyword discovery algorithm proposed by King et al. (2017) to
produce several sets of climate change bigrams. Doing so, we further limit the susceptibility
of our method to researcher-dependent biases. Rather than having to choose a training
library (which often are extensive collections of texts), we simply start with a short list of
initial bigrams, that most experts would agree are related to climate change.

Our exposure measures capture the proportion of the conference call that is centered on
climate change topics. The measures that we construct exhibit cross-sectional and time-series
variation which aligns with reasonable priors. They are better able to capture firm-level vari-
ation in climate change exposure than alternatives, notably carbon intensities or ISS carbon
risk ratings. While our measures of climate change exposure reflect some variation in carbon
intensities and ISS carbon risk ratings, the overlap is partial at best, especially for the ISS
rating. Specifically, it appears that measurement agreement is limited mostly to climate
change opportunities (and regulatory shocks for carbon intensities). Firm-level variation in
our exposure measures relate to economic factors that prior work has identified as impor-
tant correlates of climate change exposure (e.g., public climate attention and institutional
ownership). Further, firm exposure to regulatory shocks is negatively associated with firm
valuations changes. We find such an effect only for the second half of the sample, that is,
the years after 2011.

Together, our findings provide a nuanced take on the recent IMF statement, quoted in
the introduction, that investors do not pay sufficient attention to climate change. For one,
analysts (frequently) raise the topic in conference calls, especially during the last years.

What’s more, equity market valuations appear to reflect firm exposure to climate change,
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albeit only partially so. An avenue for future research would be to better understand which
frictions cause market valuations to associate higher regulatory exposure with lower firm

value, while no corresponding effect seem to exist for opportunities or physical threats.
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Appendix A: Variable Definitions

Variable

Years

Definition

CCEzxposure

CC Exposure®P?

CCExposurel®

CCEzposuret™v

CC Sentiment®P?

CCSentiment®?

CCSentiment™"v

CC Risk©rP

2002-2019

2002-2019

2002-2019

2002-2019

2002-2019

2002-2019

2002-2019

2002-2019

Relative frequency with which bigrams related to climate change occur
in the transcripts of analyst conference calls. We count the number of
such bigrams and divide by the total number of bigrams in the tran-
scripts. We average values of the four analyst earnings conference calls
during the year. Source: Self-constructed.

Relative frequency with which bigrams that capture opportunities re-
lated to climate change occur in the transcripts of analyst conference
calls. We count the number of such bigrams and divide by the to-
tal number of bigrams in the transcripts. We average values of the
four analyst earnings conference calls during the year. Source: Self-
constructed.

Relative frequency with which bigrams that capture regulation shocks
related to climate change occur in the transcripts of analyst confer-
ence calls. We count the number of such bigrams and divide by the
total number of bigrams in the transcripts. We average values of the
four analyst earnings conference calls during the year. Source: Self-
constructed.

Relative frequency with which bigrams that capture physical shocks
related to climate change occur in the transcripts of analyst confer-
ence calls. We count the number of such bigrams and divide by the
total number of bigrams in the transcripts. We average values of the
four analyst earnings conference calls during the year. Source: Self-
constructed.

Relative frequency with which bigrams that capture opportunities re-
lated to climate change are mentioned together with the positive and
negative tone words that are summarized by Loughran and McDonald
(2011) in one sentence in the transcripts of analyst conference calls.
We count the number of such bigrams and divide by the total number
of bigrams in the transcripts. We average values of the four analyst
earnings conference calls during the year. Source: Self-constructed.

Relative frequency with which bigrams that capture opportunities re-
lated to climate change are mentioned together with the positive and
negative tone words that are summarized by Loughran and McDonald
(2011) in one sentence in the transcripts of analyst conference calls.
We count the number of such bigrams and divide by the total number
of bigrams in the transcripts. We average values of the four analyst
earnings conference calls during the year. Source: Self-constructed.

Relative frequency with which bigrams that capture regulation shocks
related to climate change are mentioned together with the positive and
negative tone words that are summarized by Loughran and McDonald
(2011) in one sentence in the transcripts of analyst conference calls.
We count the number of such bigrams and divide by the total number
of bigrams in the transcripts. We average values of the four analyst
earnings conference calls during the year. Source: Self-constructed.

Relative frequency with which bigrams that capture opportunities re-
lated to climate change are mentioned together with the words “risk” or
“uncertainty” (or synonyms thereof) in one sentence in the transcripts
of analyst conference calls. We count the number of such bigrams and
divide by the total number of bigrams in the transcripts. We average
values of the four analyst earnings conference calls during the year.
Source: Self-constructed.
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Variable

Years

Definition

CCRisk™es

CCRisk?™

Carbon Intensity

1SS Carbon Risk Rating

Sales Growth

Assets

Debt/Assets

Cash/Assets

PPE/Assets

EBIT/Assets

Capex [Assets

2002-2019

2002-2019

2009-2017

2015-2019

2002-2019

2002-2019

2002-2019

2002-2019

2002-2019

2002-2019

2002-2019

Relative frequency with which bigrams that capture regulation shocks
related to climate change are mentioned together with the words “risk”
or “uncertainty” (or synonyms thereof) in one sentence in the tran-
scripts of analyst conference calls. We count the number of such bi-
grams and divide by the total number of bigrams in the transcripts.
We average values of the four analyst earnings conference calls during
the year. Source: Self-constructed.

Relative frequency with which bigrams that capture physical shocks re-
lated to climate change are mentioned together with the words ”risk” or
?uncertainty” (or synonyms thereof) in one sentence in the transcripts
of analyst conference calls. We count the number of such bigrams and
divide by the total number of bigrams in the transcripts. We average
values of the four analyst earnings conference calls during the year.
Source: Self-constructed.

Annual Scope 1 carbon emissions (metric tons of CO2) divided total
assets (in millions $) (Compustat data item AT) at the end of the year.
Winsorized at the 1% level. Source: CDP and Compustat NA/Global.

Measure constructed by ISS to provide a comprehensive assessment of
the carbon-related performance of companies. The rating is based on
a combination of quantitative indicators (e.g. current intensity and
trend of greenhouse gas emissions, carbon impact of the product port-
folio including revenue shares of products or services associated with
positive as well as negative climate impact), forward-looking qualita-
tive indicators (e.g. corporate policies, ongoing shift in product and
services portfolio, emission reduction targets and action plans, etc.),
and a classification of the company’s absolute climate risk exposure
due to its business activities. The rating takes values between 1 (poor
performance) and 4 (excellent performance). Source: ISS.

Total sales at the end of the year (Compustat item SALE) divided by
total sales at the end of the previous year, minus one. Winsorized at
the 1% level. Source: Compustat NA/Global.

Total assets (in millions $) at the end of the year (Compustat item AT).
Source: Compustat NA/Global

Sum of the book value of long-term debt (Compustat data item DLTT)
and the book value of current liabilities (DLC) at the end of the year
divided by total assets at the end of the year (Compustat data item
AT). Winsorized at the 1% level. Source: Compustat NA/Global.

Cash and short-term investments (Compustat data item CHE) at the
end of the year divided by total assets at the end of the year (Compu-
stat data item AT). Winsorized at the 1% level. Source: Compustat
NA/Global.

Property, plant, and equipment (Compustat data item PPENT) at the
end of the year divided by total assets at the end of the year (Compu-
stat data item AT). Winsorized at the 1% level. Source: Compustat
NA/Global.

Earnings before interest and taxes (Compustat data item EBIT) at the
end of the year divided by total assets at the end of the year (Compu-
stat data item AT). Winsorized at the 1% level. Source: Compustat
NA/Global

Capital expenditures at the end of the year (Compustat data item
CAPX) divided by total assets at the end of the year (Compustat data
item AT). Winsorized at the 1% level. Source: Compustat NA /Global.
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Variable

Years

Definition

R&D/Assets

ATobin's Q

Climate Policy Regula-
tion

Extreme Temperatures

Media Attention

Institutional Ownership

Mandatory ESG Disclo-
sure

2002-2019

2002-2019

2007-2017

2002-2019

2002-2017

2002-2018

2002-2019

R&D expenditures at the end of the year (Compustat data item XRD)
divided by total assets at the end of the year (Compustat data item
AT). Missing values set to zero. Winsorized at the 1% level. Source:
Compustat NA/Global.

Year-on-year change in the market value of a firm divided by total assets
(Compustat data item AT). For Compustat NA firms, the market value
of a firm is defined as the market value of equity (Compustat data item
MKVALT) plus the book value of debt (data item DLTT + DLC). For
Compustat Global firms, the market value of a firm is defined as the
market value of equity (Data item CSHOC x PRCCD), minus the book
value of equity (CEQ), plus total assets (AT). Winsorized at the 1%
level. Source: Compustat NA/Global.

Index constructed by Germanwatch that evaluates climate policies of a
country. It covers a country’s policies and regulations on the promotion
of renewable energies, the increase of efficiency and other measures to
reduce CO2 emissions, the ambition level and 2° compatibility of coun-
tries’ Nationally Determined Contributions (NDCs) as well as their
progress towards reaching these goals, and the performance at UN-
FCCC conferences and in other international conferences and multilat-
eral agreements. Higher numbers of the index reflect stronger/stricter
climate policies in a country. Source: Germanwatch.

Frequency with which extreme temperature episodes occurred in a
country-year. Source: EM-DAT.

Index developed in Engle et al. (2020) that captures climate change
news in the Wall Street Journal. To quantify the intensity of climate
news coverage in the Wall Street Journal, Engle et al. (2020) compare
the news content to a corpus of authoritative texts on the subject of
climate change. Source: Engle et al. (2020).

Ownership by institutional investors (Thomson Reuters data item IN-
STOWN_PERC) at the end of the year. Winsorized at the 1% level.
Source: Thomson Reuters.

Dummy variable constructed in Krueger et al. (2020) that takes the
value one if a country has mandatory ESG disclosure; and zero other-
wise. Source: Krueger et al. (2020).
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Figure 1: Climate Change Exposure over Time
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Figure 1 continued

Notes: These figures report firms’ average climate change exposures over time. CCExposure measures the relative frequency with which bigrams
related to climate change occur in the transcripts of analyst conference calls. CCExposure©PP measures the relative frequency with which bigrams that
capture opportunities related to climate change occur in the transcripts of analyst conference calls. CC Exposure™©9 measures the relative frequency
with which bigrams that capture regulatory shocks related to climate change occur in the transcripts of analyst conference calls. CC Exposure’™v
measures the relative frequency with which bigrams that capture physical shocks related to climate change occur in the transcripts of analyst conference

calls. Appendix A defines all variables in detail.
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Figure 2: Climate Change Exposure across Countries
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Figure 2 continued

Notes: These figures report firms’ average climate change exposures across countries. CCFExzposure measures the relative frequency with which
bigrams related to climate change occur in the transcripts of analyst conference calls. CCExposure®PP measures the relative frequency with which
bigrams that capture opportunities related to climate change occur in the transcripts of analyst conference calls. CCExposure®®9 measures the
relative frequency with which bigrams that capture regulatory shocks related to climate change occur in the transcripts of analyst conference calls.
CCExposure’™ measures the relative frequency with which bigrams that capture physical shocks related to climate change occur in the transcripts

of analyst conference calls. Appendix A defines all variables in detail.



Table 1: Summary Statistics

Mean  Std.Dev. 25% Median 75% Obs.

CCEzxposure (x10%) 0.943 2.443 0.072 0.264 0.709 80221
CCEzposure®PP (x10%) 0.391 1.344 0.000 0.000 0.239 80221
CCEzposure™™® (x10%) 0.049 0.264 0.000 0.000 0.000 80221
CC Exposure™™ (x10%) 0.013 0.103 0.000 0.000 0.000 80221
CCSentiment (x10%) 0.007 0.660 -0.063 0.000 0.067 80221
CCSentiment®P? (x10%) 0.033 0.416 0.000 0.000 0.000 80221
CCSentiment™9 (x10%) -0.016 0.135 0.000 0.000 0.000 80221
CCSentiment™™ (x10°%) -0.001 0.040 0.000 0.000 0.000 80221
CCRisk (x10%) 0.036 0.173 0.000 0.000 0.000 80221
CCRiskOPP (x10%) 0.015 0.106 0.000 0.000 0.000 80221
CCRisk™9 (x10%) 0.002 0.030 0.000 0.000 0.000 80221
CCRisk™" (x10%) 0.001 0.012 0.000  0.000  0.000 80221
Carbon Intensity 151.14 399.90 1.95 11.02 84.62 6009
1S5S Carbon Risk Rating 1.817 0.513 1.435 1.706 2.111 9995
Sales Growth 0.624 3.735 -0.050 0.061 0.194 79224
Log(Assets) 7.314 2.102 5.884 7.340 8.712 79590
Debt /Assets 0.685 2.806 0.061 0.223 0.408 79301
Cash/Assets 0.430 1.627 0.035 0.102 0.279 79586
PPE/Assets 0.830 3.588 0.051 0.160 0.430 77051
EBIT/Assets 0.200 1.065 0.017 0.060 0.113 79506
Capex /Assets 0.138 0.581 0.011 0.029 0.063 79031
R&D/Assets 0.064 0.197 0.000 0.000 0.041 80017
ATobin's Q -0.072 5.765 -0.213 0.000 0.202 63773
Climate Policy Regulation 7.635 5.131 3.060 7.260 12.100 61639
Extreme Temperatures 0.525 0.618 0.000 0.000 1.000 80221
Media Attention 0.007 0.001 0.006 0.006 0.008 68925
Institutional Ownership 0.609 0.310 0.378 0.675 0.860 54318
Mandatory ESG Disclosure 0.117 0.322 0.000 0.000 0.000 80221

Notes: Summary statistics are reported at the firm-year level. The sample includes 10,158 unique firms from
34 countries over the period 2002 to 2019. Appendix A defines all variables in detail.
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Table 2: Top-100 Bigrams Captured by Climate Change Exposure

(CCExposure)

Bigram Frequency Bigram Frequency Bigram Frequency
renewable energy 12406 coastal area 738 snow ice 481
electric vehicle 6732 energy star 737 electrical energy 480
clean energy 4815 scale solar 708 electric hybrid 476
new energy 3751 major design 696 solar installation 474
wind power 3673 transmission grid 692 connect grid 474
wind energy 3611 energy plant 678 driver assistance 473
energy efficient 3588 global warm 671 reach gigawatt 471
climate change 2709 motor control 661 provide clean 466
greenhouse gas 2341 battery electric 659 reinvestment act 460
solar energy 2153 clean water 648 invest energy 454
clean air 2019 combine heat 645 green build 453
air quality 1959 need energy 602 sector energy 452
reduce emission 1567 future energy 581 california department 449
water resource 1336 use water 564 plant use 447
energy need 1291 environmental concern 560 friendly product 447
carbon emission 1273 include megawatt 557 energy initiative 444
carbon dioxide 1247 build owner 557 issue rfp 443
carbon footprint 1180 electric grid 551 transmission capacity 442
gas emission 1166 energy team 544 close megawatt 441
energy environment 1145 world energy 544 market solar 437
wind resource 1065 energy application 544 business air 437
air pollution 1063 wind capacity 541 construction megawatt 435
reduce carbon 1004 transmission infrastructure 540 rooftop solar 434
president obama 980 population center 532 application power 431
battery power 969 energy reform 523 forest land 426
clean power 955 charge station 523 grid power 421
energy regulatory 921 wind park 522 advance driver 419
plug hybrid 890 produce power 521 northern pass 418
obama administration 886 environmental footprint 519 nox emission 418
build power 849 source power 512 wind facility 418
world population 838 pass house 512 energy component 417
heat power 835 gas vehicle 511 vehicle application 415
light bulb 808 plant power 500 emission trade 412
carbon capture 804

Notes: This table reports the top-100 bigrams associated with CC Exposure, which measures the relative
frequency with which bigrams related to climate change occur in the transcripts of analyst conference calls.
Appendix A defines all variables in detail.
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Table 3: Snippets of Top Climate Change Exposure Firms

Firm HQ SIC Time Bigrams Top Snippet

China Ming Yang Wind Power China 3511 2014Q4 development distribute; distribute re- therefore we believe that with large wind power

Group Ltd newable; energy goal; renewable en- base, large power transmission channels, large off-
ergy; wind power shore wind power projects and the development of

distributed renewable energies, the goal of 200 gi-
gawatts by 2020 will be achieved, no regardless of
any tariff adjustments.

ECOtality Inc US 3621 2008Q2 consumption energy; efficiency power; for example the new fc system, which we actu-
energy conversion; power factor ally introduced in early 2009, is specifically de-

signed for heavy duty material handling applica-
tions, and reduces a facilities’ electrical consump-
tion as it has a 97% energy conversion efficiency,
which allows it to have the high